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Introduction and background
A central challenge in neuroscience is to understand how brain 
function emerges from interactions of a large number of biological 
processes at multiple physical and temporal scales. Computational 
modeling is an essential tool for developing this understanding. This 
has led to the development of powerful, open source simulators that 
run efficiently on parallel hardware (e.g. Brian, GENESIS, MOOSE, 
NEST, NEURON) and creation of neuroscience community projects 
(NCPs) that facilitate modeling by promoting data and model source 
code sharing, and enabling collaborative model development, such 
as Open Source Brain (OSB), ModelDB, Neuroscience Information 
Framework (NIF), and OpenWorm.

However, experimental and theoretical advances are increasingly 
driving the formulation of models and simulation protocols that 
exceed the capabilities of the computational resources available to 
most neuroscientists. This trend has been intensified by recent 
research initiatives, such as the BRAIN Initiative in the US and the 
Human Brain Project in Europe. The result is a critical need for 
access to HPC by computational neuroscientists and their colleagues 
in the broader neuroscience community.

NSG: facilitating access to HPC resources
This motivated us to begin development of the Neuroscience 
Gateway Portal (NSG, http://www.nsgportal.org/) in late 2012 with 
NSF support. NSG's mission is to facilitate access and use by 
neuroscientists of HPC resources located at NSF-funded national 
supercomputer centers. To the best of our knowledge, NSG is the first 
and only science gateway designed to address the HPC needs of 
neuroscientists.

NSG eliminates many technical and administrative barriers to the use 
of HPC in computational neuroscience by:
● providing a single access point for widely used simulators and data 

analysis tools
● reducing or eliminating administrative bottlenecks by adopting 

streamlined policies, so that tasks like registering and getting time 
allocations are quick and easy

● offering a simple browser-based user interface for uploading 
models or data, performing simulations or analyses, and 
downloading results

Investigators are rapidly adopting NSG to deal with the growing 
computational challenges of neuroscience research. As of 9/2015 
NSG has >270 users, to whom >4.4 M CPU hours have been 
allocated. Many are already presenting results at scientific meetings 
and in refereed publications (see Publications Enabled by NSG).

But as much as NSG has helped, there are still opportunities to make 
HPC resources more widely and readily useful. For example, users of 
OSB, ModelDB etc. become quite accustomed to the environment 
and workflow of those tools, but in order to use NSG in its present 
form they must leave their familiar working environments to log into 
NSG, upload their model source code, set NSG's job submission 
parameters, submit NSG jobs, and retrieve output results to their local 
hardware for further analysis. These manual steps constitute a 
bottleneck and a diversion of effort from potentially more productive 
activities.

NSG-R: automating access to HPC resources
We recently began a new multidisciplinary, multi-institutional and 
multinational collaborative project to eliminate these steps by creating 
an application programmer interface called NSG-R that exposes 
NSG's services through Representational State Transfer (REST). This 
will enable on-demand, automated communication between NSG and 
neuroscience resources such as OSB, and even directly between 
NSG and neural simulators running on neuroscientists' own laptop 
and desktop computers.

The US-based members of this collaboration are located at the San 
Diego Supercomputer Center at UCSD (Majumdar, Sivagnanam, 
Yoshimoto) and Yale University Medical School (Carnevale) and are 
collaborators in the project that created NSG.

The UK-based members are at University College London (Silver, 
Gleeson) and have developed OSB with support from the Wellcome 
Trust [GrantID101445]. OSB supports the reuse and improvements to 
the model that happen after initial scientific publication. It supports 
conversion to open, standardized formats and encourages updates or 
bug fixes to published model code. It also supports models which are 
still in development, e.g. the models being created in the OpenWorm 
project.

This will be a synergistic effort between the US and UK teams, who 
have complementary expertise in computational neuroscience, 
cyberinfrastructure/HPC, software engineering, and neuronal 
simulations. Its first goal is to develop a production quality 
implementation of the NSG-R web services by interfacing OSB to 
NSG. This interface will initially be tested by using it to develop and 
apply a model optimization pipeline that goes from experimental data 
to working model (in NeuroML on OSB) in the context of a set of cell 
and network models of interest to the UK team.

Further testing will involve OSB users as early implementation users 
of NSG-R-enabled seamless, automated access to HPC resources. 
The experience of integrating NSG-R with OSB will help ensure that it 
is well tested and robust before it is opened up to the developers of 
other NCPs and neural simulators, and will guide us in making this 
process as easy as possible. It will also ensure that NSG-R meets the 
needs of community developers, and provides a valuable service for 
end users from within their preferred software environments and 
workflows. After successful implementation with OSB, we will 
collaborate with the developers of other NCPs such as ModelDB, NIF, 
OpenWorm, to help them incorporate NSG-R into their own web 
interface software. 

By enabling seamless access to HPC resources through NSG, 
NSG-R will
● mutually enhance the utility of NSG, NCPs like OSB, and widely 

used neural simulators such as Brian, GENESIS, MOOSE, NEST, 
and NEURON

● improve research productivity and enable greater use of large 
scale computational modeling by scientists and students

● expand opportunities for educational and career advancement in 
neuroscience and engineering

● remove barriers that traditionally have limited access to HPC, 
leveling the playing field for all students and researchers 
regardless of their institutional affiliation 
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